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VIDEO ENCODING AND DECODING METHOD

Nowadays a multimedia content requires the improvement of communication
technology. Compression is a process of data redundancy elimination or reducing.

Effective storing multimedia and transmission of the data is an actual task.
Inpainting can recover homogenous regions in a natural-looking manner, even

when certain kinds of limited structure are present. However, conventional image inpainting
is not effective at regenerating significant visual structure, especially if they are unique
or have special, exact placement in the image.

Method for vision-based image compression (HVS), e.g., compression based on
structure-aware in-painting discarding regions where features are not detected. Such
systems and methods significantly boost image (and video) compression and coding
efficiency.

The overall result of using the content information is a higher compression ratio
than conventional techniques, especially for images that have some redundant visual
structure, and a high perceptual fidelity to the original image.

Keywords: multimedia coding, human visual system, compression rate, fractal
image, self-similarity, computer vision.

Â íàñòîÿùåå âðåìÿ ìóëüòèìåäèéíûé êîíòåíò òðåáóåò óëó÷øåíèÿ 
êîììóíèêàöèîííûõ òåõíîëîãèé. Ñ öåëüþ ñíèæåíèÿ çàãðóçêè ñåòè âûñîêî öåíÿòñÿ 
ìåòîäû ñæàòèÿ âèäåî.

Ýôôåêòèâíîå õðàíåíèå ìóëüòèìåäèà è ïåðåäà÷à äàííûõ ÿâëÿåòñÿ 
àêòóàëüíîé çàäà÷åé.

Ðàññìîòðåíû êîäèðîâàíèÿ âòîðîãî ïîêîëåíèÿ äëÿ ïåðåäà÷è ìóëüòèìåäèéíûõ 
äàííûõ. Ýòîò ìåòîä èñïîëüçóåò ñâîéñòâà ÷åëîâå÷åñêîé çðèòåëüíîé ñåíñîðíîé 
ñèñòåìû (HVS) äëÿ ñòðàòåãèè êîäèðîâàíèÿ ñ öåëüþ äîñòèæåíèÿ âûñîêèõ 
ïîêàçàòåëåé ñæàòèÿ ïðè ñîõðàíåíèè ïðèåìëåìîãî êà÷åñòâà èçîáðàæåíèÿ.

Ïðåäëîæåííûé ôóíêöèîíàëüíûé ìåòîä ïðåäóñìàòðèâàåò ñóùåñòâåííîå 
ïîâûøåíèå ñòåïåíè ñæàòèÿ, à òàêæå ïîçâîëÿåò ãèáêî àäàïòèðîâàòü ïåðåäà÷ó 
äàííûõ ñ âîçìîæíîñòÿìè öåëåâîãî óñòðîéñòâà âîñïðîèçâåäåíèÿ.

ìóëüòèìåäèà êîäèðîâàíèÿ, ÷åëîâå÷åñêàÿ çðèòåëüíàÿ ñèñòå-
ìà, ñòåïåíü ñæàòèÿ, ôðàêòàëüíîå ñæàòèå, ñàìîïîäîáèå, êîìïüþòåðíîå çðåíèå.

Introduction
Nowadays there are two major trends in mass-consuming multimedia.
The first tendency is a quality elevation of modern multimedia content. Resolution

of photo matrices and frame rates are improved yearly by main HW vendors. So,
recent camera standard of 4K (3840x2160) and 8K (7680õ4320) UHDTV requires >100MB
per a video frame. With frame rate growth (60 fps and more), it leads to increasing
requirement of communication channels capacity.

© Çèá³í Ñ., Ê³ñ Ã., 2018
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Another trend is a widening of Internet access availability caused by mobile
devices and global telecommunication market growth. Sharing any multimedia including
TV and personal data is highly appreciated by customers. Rapid developing of cloud
services can be observed; nobody stores data locally now.

Internet-based media devices have been added to the stack of home devices.
Internet Protocol Television (IPTV) services offer cable TV-like services over home
Internet connections. Every day customers are listening to and viewing the Internet,
looking TV, video conferencing, sharing video in social networks and all these tasks
require multimedia streaming.

Upcoming 3D TV and 360 TV standards require significantly larger volume of
data to transmit. For example, if higher-resolution video or stereoscopic video were
introduced, stereoscopy is achieved through 120 fps video synchronized with shuttered
glasses, with 60 fps delivered to each eye the communication service should provide
this capability without essential investment.

Additionally, modern electronic devices typically consume a great deal of power,
which means they are expensive over time and wasteful of energy resource.

One of the traditional approaches of big data storage and transmission is a data
compression. Compression is a process of data redundancy elimination or reducing
started with pioneering research of Shannon information theory. State-of-the-art
JPEG2000 and MPEG-4 AVC/H.264 are two such examples of coding efficiency.
Video compression standard is capable to reduce memory requirements in tens times;
a typical MPEG-4 lossy compression video has a compression factor between 20 and
200.

Until approximately 1980, the majority of image coding methods relied on
techniques based on classical information theory (Huffman compression – Huffman
1952, LZV compression – Ziv and Lempel 1977; Welch 1984) to exploit the redundancy
in the images in order to achieve compression. The techniques used were pixel-based
and did not make any use of the information contained within the image itself. The
compression ratios obtained with these techniques were moderate at around 2 to 1.
Even with a lossy technique, such as discrete cosine transform (DCT) (Wallace
1991), a higher ratio (greater than 30 to 1) could be achieved only at the expense of
image quality.

Attempts have recently been made to develop new image-compression techniques
that outperform these first-generation image coding techniques considerably improving
compression ratio. These methods attempt to identify features within the image and
use the features to achieve compression. An awareness of how the HVS perceives
various image features has been incorporated into coding methods for removing some
of the visual redundancy inherent in images and for improving the visual quality of
resulting images. These recent developments have been termed second generation
image coding Kunt et al [1].

The recent success in multimedia data retrieval and image restoration (in-
painting techniques) gives a cue for developing of novel way for multimedia
compression. This approach is known as vision-based compression [2, 3].

Vision-based techniques are considered to augment a conventional signal-
processing-based technique. For some regions of a source image, an exemplary system
efficiently extracts and organizes structural information instead of compressing the
regions. A structure-aware decoder then restores the regions via the feature information,
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ІЇ which occupies very little data space or minimal bandwidth in a bitstream that is
transmitted from encoder to decoder. Key visual components of the image can still be
conventionally compressed. Extracting feature information for some regions instead
of compressing them can considerably increase overall image compression.

Background
Computer-Vision Background for Compression. We consider computer-vision

approaches that can be used for reducing image data. At first it is feasible to separate
texture and structure information at image. Taking into consideration the fact that
textures consume the most of data volume and at the same time almost don’t have
human valuable information. So, for perception it is doesn’t matter how exact look a
grass or sand patch, a such patches can be completely generated by very small sample
block from original image. Texture restoration looks to be a good point for data
redundancy elimination.

Main problem for vision-based compression is a capture of scene structure.
Fractal image compression is one of the most promising techniques for image

compression due to the advantages such as resolution independence and fast
decompression. It exploits the fact that natural scenes present self-similarity to remove
redundancy and obtain high compression rates with smaller quality degradation
compared to traditional compression methods. The main drawback of fractal
compression is its computationally intensive encoding process, due to the need for
searching regions with high similarity in the image.

Several approaches have been developed to reduce the computational cost to
locate similar regions. The use of robust features provides more discriminative and
representative information for regions of the image. When the regions are better
represented, the search for similar parts of the image can be reduced to focus only on
the most likely matching candidates.

Texture synthesis and inpainting. Texture synthesis has a variety of applications
in computer vision, graphics, and image processing. An important motivation for
texture synthesis comes from texture mapping. Texture images usually come from
scanned photographs, and the available photographs may be too small to cover the
entire object surface. Learning of texture can be effectively used for image compression
applying synthesis of unimportant for human perception parts of image instead of
their encoding.

A.A. Efros and W.T. Freeman [4] have introduced image quilting, a method of
synthesizing a new image by stitching together small patches of existing images
(Fig. 1). Despite its simplicity, this method works remarkably well when applied to
texture synthesis.

Fig. 1. Restoration of whole texture by initial block (a) simple stack (b) overlap blending
(c) boundary cut on minimum error (Efros&Freeman algorithm)



73

ISSN 2411-3816 Ñó÷àñíà ñïåö³àëüíà òåõí³êà. 2018. ¹ 3(54)

Н а у к о в о � п р а к т и ч н и й  ж у р н а л

Simple texture synthesis may give poor result for real scenes that have irregular
structure. For restoration purpose texture transfer using correspondence map can
produce result that is more realistic.

It is particularly well suited for texture transfer, because the image-quilting
algorithm selects output patches based on local image information. We augment the
synthesis algorithm by requiring that each patch satisfy a desired correspondence
map, as well as satisfy the texture synthesis requirements. The correspondence map is
a spatial map of some corresponding quantity over both the texture source image and
a controlling target image. That quantity could include image intensity, blurred image
intensity, local image orientation angles, or other derived quantities (see figure 2).

Constrained Texture Synthesis [5] is used for to better match the features
across patch boundaries between the known texture around the hole and newly
pasted texture patches, we fill the hole in spiral order. The authors developed real-
time synthesis algorithm based on k-d trees and MRF (Markov random field).

Fig. 2. Texture transfer example from [4]. For Picasso the correspondence maps
are the blurred luminance values

Recently great interest is to object removal and restoration of missed parts in
photographs [6–8] called inpainting. The same approach can be applied for data redundancy
elimination removing some part that can be realistically restored by surrounding.

The main problem is that boundaries between image regions are a complex
product of mutual influences between different textures.

Image inpainting techniques fill holes in images by propagating linear structures
(called isophotes in the inpainting literature) into the target region via diffusion.
They are inspired by the partial differential equations of physical heat flow, and work
convincingly as restoration algorithms. Their drawback is that the diffusion process
introduces some blur, which becomes noticeable when filling larger regions.

Fig. 3. Restoration the background area of natural photo (a, b) and text by constrained texture
synthesis from [6]. Restored text doesn’t make sense but looks realistically

С
И

С
Т

Е
М

И
 Т

А
 М

Е
Т

О
Д

И
 О

Б
Р

О
Б

К
И

 І
Н

Ф
О

Р
М

А
Ц

ІЇ



74

ISSN 2411-3816 Ñó÷àñíà ñïåö³àëüíà òåõí³êà. 2018. ¹ 3(54)

Н а у к о в о � п р а к т и ч н и й  ж у р н а л

С
И

С
Т

Е
М

И
 Т

А
 М

Е
Т

О
Д

И
 О

Б
Р

О
Б

К
И

 І
Н

Ф
О

Р
М

А
Ц

ІЇ In [9] one is proposed to classify all blocks to texture and structure ones. Then,
Synthesize blocks which were classified as texture; fill-in structure blocks with image
completion. Blocks are classified based on their surroundings, see figure 4.

Fig. 4. Restoration result of missed block by [9]

Feature-based image retrieval and registration. Content-based image retrieval (CBIR)
is the application of computer vision techniques to the problem of searching for digital
images in large databases. “Content-based” means that the search analyzes the contents
of the image rather than the meta-data such as keywords, tags, or descriptions associated
with the image. The term “content” in this context might refer to colors, shapes, textures,
or any other information that can be derived from the image itself.

One can see that approaches in image retrieval can be connected directly with
second generation video coding because of visual content analysis are required by
both applications.

To represent an image using BoW (bag of words) model [11, 12], an image can
be treated as a document. Similarly, “words” in images need to be defined too. To
achieve this, it usually includes following three steps: feature detection [14, 15],
feature description, and codebook generation. A definition of the BoW model can be
the “histogram representation based on independent features”. Content based image
indexing and retrieval (CBIR) appears to be the early adopter of this image
representation technique.

After feature detection, each image is abstracted by several local patches. Feature
representation methods deal with how to represent the patches as numerical vectors.
These vectors are called feature descriptors. A good descriptor should have the ability
to handle intensity, rotation, scale and affine variations to some extent. One of the
most famous descriptors is Scale-invariant feature transform (SIFT) [13]. SIFT converts
each patch to 128-dimensional vector. After this step, each image is a collection of
vectors of the same dimension (128 for SIFT), where the order of different vectors is
of no importance.

The final step for the BoW model is to convert vector-represented patches to
“codewords” (analogous to words in text documents), which also produces a “codebook”
(analogy to a word dictionary). A codeword can be considered as a representative of
several similar patches. One simple method is performing k-means clustering over all
the vectors. Codewords are then defined as the centers of the learned clusters. The
number of the clusters is the codebook size (analogous to the size of the word
dictionary).
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Thus, each patch in an image is mapped to a certain codeword through the
clustering process and the image can be represented by the histogram of the codewords.
Codebooks can be considered as compressed representation of the image.

Fractal coding. Self-similarity. Representation an image as visual keyword
document can be used for frame compression (see figure 5). Fractal compression
exploits the fact that natural scenes present self-similarity [15], and then a significant
amount of redundancy can be removed, providing high compression rates. Since it is
difficult to detect self-similarity in a global scale, the image is usually partitioned
into square blocks and affine transforms are used to describe the similarity between
blocks.

Fig. 5 Fractal image compression approach.

The resulting transforms, called fractal codes, are stored and used afterwards to
reconstruct the original image by means of iterative function evaluations starting
from an arbitrary image. By storing the fractal codes rather than bitmaps, images can
be decompressed to resolutions that are higher or lower than the original resolution
without distortions.

For a given level of the quadtree decomposition where range blocks have B×B
pixels are considered, domain blocks of 2Bõ2B pixels are sampled from the input
image. Using feature vectors as descriptor for each block, a clustering algorithm is
applied to partition the domain blocks in k clusters. After extracting the feature
vector for a range block, the closest cluster, according to the distance between the
cluster centroid and range block feature vector, is estimated, then only domain blocks
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ІЇ belonging to the referred cluster are considered to find the best match. Once the best
matching domain block is obtained, the reconstruction error is estimated. If it is
smaller than the threshold, a fractal code is generated, otherwise, the range block is
split into four sub-blocks of size B/2×B/2 pixels to be considered in the next level of
the quadtree decomposition.

A method can be easily used for self-similarity detection and theirs transforms
in consequence with [15] codebook.

Overview. Vision-based compression.
Mainly, the proposed method follows to idea introduced in [3]. Authors developed

image compression techniques by identifying and utilizing visual features within
images to achieve higher coding efficiency.

Inpainting can recover homogenous regions in a natural-looking manner, even
when certain kinds of limited structure are present. However, conventional image
inpainting is not effective at regenerating significant visual structure (e.g., structural
edges), especially if they are unique or have special, exact placement in the image.
These structural edges are conventionally relegated to conventional compression –
so that they will reliably reappear in the regenerated image.

Nonetheless, structural data, especially edges, have a perceptual significance
that is greater than the numerical value of their energy contribution to the entire
image. Thus, the coding efficiency and the video quality of image coding techniques
could be improved if the structural information might be properly exploited. What is
needed is way to efficiently capture and organize structural information extracted
from a source image so that an inpainter in a decoder can restore relatively large
structural regions of the image with guidance that occupies very little data space/
minimal bitstream bandwidth to transmit from encoder to decoder.

As shown in fig. 6, in a typical implementation, an image is partitioned into
blocks or “regions”. Regions that contain key visual components, are compressed by
conventional signal-processing-based compression techniques. Remaining regions, which
may still contain significant structure, are dropped from compression at the encoder
being used. Instead of compression, the exemplary system extracts visual edge
information from these remaining regions constructing (see correspondence map).

This method can be improved by exploiting feature-based approach borrowed
from CBIR system.

Fig. 6. Image segmentation to different blocks types: key regions and droppable regions [3].
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The proposed method splits video frame stream as follows:
1. Low resolution band (optional).
2. Visual keywords (dynamic dictionary) comprising the most frequent visual

patches. Visual patches contain descriptors and regions to compress in conventional
manner.

3. Structure for key regions – transform coefficient for keywords to fit in key
regions.

4. Structure for discardable regions in-painting.
5. Details, comprises high-frequency component bits (optional).
Every stream can be compressed with any conventional algorithm achieving

highest compression rate.
Let I is original gray-scale image (gray scale is selected for simplicity of conside-

ration);
Base layer B is low-resolution image that can be expressed as:

B = S(k) * <G(ó) * I>  (1)

here < * > means convolution;
G is 2D-Gaussian distribution;
S(k) is sub-sampling operation in k-times.
Then, äI = I – B details image
Encoding method
One of detect features with any suitable feature detection approach (SIFT,

FAST, SURF or any other) at details layer: F = {f
i
} is set of feature points, |F|= n.

Let’s calculate descriptors SIFT or SURF and add them into BoW, for example
using k-D tree and k-means requires O(n log n). See above (Feature-based image
retrieval and registration).

This BoW dictionary can take considerable size (f.e. SIFT descriptor occupies
128 floating point values) however taking into consideration high probability of
sequential frames similarity in video stream encoding only data update is going to be
transmitted.

Dynamic Huffman algorithm with dynamic dictionary can be good pattern for
BoW update scheme. Keyword statistics should be updated every next video frame
passed into encoder. Rarely used keywords should go away from keyword dictionary
and replaced with new candidates. Only keyword patches should be transmitted.
BoW is needed only for encoding.

Use to square patches to calculate intensity and contrast transform to minimize
MSE between feature locality region and corresponding keyword like fractal
compression does.

J = B+ L (i
j
, t

j
) G(s

j
) (2)

here L(i) is patch corresponding i-th visual keyword;
vector t is affine transformation that should be applied to patch to fit j-th

feature;
(x, y, s, ; ) comprises spatial parameters: shift, rotation, and scale and color

space transform: gamma-correction parameters to fit intensity. Patches should be
applied in pyramidal manner to keep needed scale details level.

С
И

С
Т

Е
М

И
 Т

А
 М

Е
Т

О
Д

И
 О

Б
Р

О
Б

К
И

 І
Н

Ф
О

Р
М

А
Ц

ІЇ



78

ISSN 2411-3816 Ñó÷àñíà ñïåö³àëüíà òåõí³êà. 2018. ¹ 3(54)

Н а у к о в о � п р а к т и ч н и й  ж у р н а л

С
И

С
Т

Е
М

И
 Т

А
 М

Е
Т

О
Д

И
 О

Б
Р

О
Б

К
И

 І
Н

Ф
О

Р
М

А
Ц

ІЇ To avoid edge effects patches are weighted with Gaussian of corresponding scale G
gives confidence map for further inpainting to find areas of image completion. Confidence
map is depending on actual matching score of the best keyword to the given region.

Areas where no features detected are considered as discardable ones:

J = argmin |I – J + J| (3)

Finally, details layer J is calculated to keep pixel-wise structure that used for
in-painting during restoration feature-less areas.

Only low-resolution edge information is extracted for them with Canny or any
other edge detection approach to form correspondence map.

In one implementation, the system applies curve fitting to represent the edges.
This edge information has a small data size compared with compressed versions of
the same regions. The edge information, in turn, may be compressed to represent the
dropped blocks.

Decoding method.
Firstly, base layer is decoded and patch dictionary is updated. Then key regions

descriptors applied using (2). Finally, the dropped regions are inpainted based on the
correspondence map information. The inpainter propagates structure in each unknown
region by first finding nearby known structure elements (using confidence map)
propagating texture form known regions to uncertain ones.

For example, in [3] from ends of known structural edges that abruptly terminate
at the border of an unknown region, the inpainter applies the received edge information
to propagate the edge as a mathematical construct or a 1-pixel-wide curve across the
unknown region – so that the edge is made continuous with the neighboring regions
and with a shape or path derived from the received edge information. The inpainter
then applies a pixel classifier to label each pixel on or near the propagated edge as
either a structure pixel, or as a pixel belonging to one of the objects on either side of
the propagated edge (the edge inherently delineates two objects).

Then the inpainter fills in each pixel via an exemplary distance-based pair
matching technique. For structure pixels, a given pixel is filled in with a value based
on one of its neighboring pixels, depending on distance from the neighboring pixel
and situational similarity between pixel pairs. For object pixels that are near the
propagated structural edge within a distance threshold, a similar pair matching
technique is used to fill in these object pixels except that the distance of each pixel
in the pair from the structural edge is also taken into account in the calculations.

Once the propagated structure and nearby pixels have been filled in, a texture
synthesizer completes each unknown region using texture appropriate for each object.
Each object includes those pixels assigned to it by the pixel classifier.

Conclusions
The proposed scheme is feasible for further investigation. It is based on combina-

tion current MPEG-4 standard and mature computer-vision restoration techniques.
Described methods for vision-based image compression, e.g., compression based

on structure-aware in-painting discarding regions where features are not detected.
Such systems and methods significantly boost image (and video) compression and
coding efficiency.

Key idea of fractal compression – self-similarity is exploited for visual dictionary
creation improving overall compression ratio.

The overall result of using the content information is a higher compression
ratio than conventional techniques, especially for images that have some redundant
visual structure, and a high perceptual fidelity to the original image.
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ІЇThe proposed compression can produce much better compression rate than
existed technology. Also there is an additional benefit for immediate usage for visual
similarity and content search because of CBIR basis usage.

Additionally, due to data scale separation only patches of needed resolution can
be rendered depending on target multimedia device capabilities reducing CPU resource.

There is possible reducing of needed bandwidth to transfer multimedia data to
apply the proposed method in practice.
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ÌÅÒÎÄ ÊÎÄÓÂÀÍÍß ÒÀ ÄÅÊÎÄÓÂÀÍÍß Â²ÄÅÎ

Ñüîãîäí³ ìóëüòèìåä³éíèé êîíòåíò ïîòðåáóº âäîñêîíàëåííÿ êîìóí³êàö³éíèõ
òåõíîëîã³é. Ìåòîäè ñòèñíåííÿ â³äåî âèñîêî îö³íþþòüñÿ äëÿ çíèæåííÿ íàâàí-
òàæåííÿ íà ìåðåæó.
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Îäíèì ³ç òðàäèö³éíèõ ï³äõîä³â çáåð³ãàííÿ òà ïåðåäà÷³ äàíèõ âåëèêîãî îáñÿãó
º ñòèñíåííÿ äàíèõ. Êîìïðåñ³ÿ – öå ïðîöåñ óñóíåííÿ àáî ñêîðî÷åííÿ íàäì³ðíîñò³
äàíèõ, ðîçïî÷àòèé ç ï³îíåðñüêèõ äîñë³äæåíü òåîð³¿ ³íôîðìàö³¿ Øåííîíà.

Åôåêòèâíå çáåð³ãàííÿ ìóëüòèìåä³à ³ ïåðåäà÷à äàíèõ º àêòóàëüíîþ çàäà÷åþ.
Ðîçôàðáîâóâàííÿ ìîæå â³äíîâèòè îäíîð³äí³ ðåã³îíè ïðèðîäíèì ÷èíîì,

íàâ³òü ÿêùî ïðèñóòí³ ïåâí³ âèäè îáìåæåíî¿ ñòðóêòóðè. Îäíàê çâè÷àéíå
ðîçôàðáîâóâàííÿ çîáðàæåííÿ íå º åôåêòèâíèì ïðè ðåãåíåðàö³¿ çíà÷íèõ â³çóàëüíèõ
ñòðóêòóð, îñîáëèâî ÿêùî âîíè º óí³êàëüíèìè àáî ìàþòü ñïåö³àëüíå, òî÷íå
ðîçì³ùåííÿ íà çîáðàæåíí³. Ö³ êîíñòðóêòèâí³ ãðàí³ òðàäèö³éíî â³äíåñåí³ äî
çâè÷àéíîãî ñòèñíåííÿ, òîìó âîíè íàïåâíî ç’ÿâëÿòüñÿ çíîâó â ðåãåíåðîâàíîìó
çîáðàæåíí³.

Ó òèïîâ³é ðåàë³çàö³¿ çîáðàæåííÿ ðîçáèâàºòüñÿ íà áëîêè àáî “ðåã³îíè”.
Ðåã³îíè, ÿê³ ì³ñòÿòü êëþ÷îâ³ â³çóàëüí³ êîìïîíåíòè, ñòèñêàþòüñÿ çà äîïîìîãîþ
çâè÷àéíèõ ìåòîä³â ñòèñíåííÿ íà îñíîâ³ îáðîáêè ñèãíàë³â. Çàëèøêîâ³ îáëàñò³,
ÿê³ âñå ùå ìîæóòü ì³ñòèòè çíà÷íó ñòðóêòóðó, óñóâàþòüñÿ â³ä ñòèñíåííÿ íà êîäåð³,
ÿêèé âèêîðèñòîâóºòüñÿ. Çàì³ñòü ñòèñíåííÿ, çðàçêîâà ñèñòåìà âèòÿãóº â³çóàëüíó
³íôîðìàö³þ ãðàíåé ç öèõ çàëèøêîâèõ ðåã³îí³â, ÿê³ áóäóþòüñÿ.

Ñïîñ³á ñòèñíåííÿ çîáðàæåíü íà îñíîâ³ çîðó, íàïðèêëàä, ñòèñíåííÿ, çàñíîâàíå
íà â³äêèäàíí³ ñòðóêòóðíîãî ðåã³îíó, ùî ðîçôàðáîâóºòüñÿ, äå ôóíêö³¿ íå âèÿâëåí³.
Òàê³ ñèñòåìè ³ ñïîñîáè çíà÷íî ï³äâèùóþòü ñòèñíåííÿ çîáðàæåíü (³ â³äåî) ³
åôåêòèâí³ñòü êîäóâàííÿ. Çàãàëüíèì ðåçóëüòàòîì âèêîðèñòàííÿ ³íôîðìàö³¿ ïðî
âì³ñò º á³ëüø âèñîêèé êîåô³ö³ºíò ñòèñíåííÿ, í³æ äëÿ çâè÷àéíèõ ìåòîä³â, îñîáëèâî
äëÿ çîáðàæåíü, ÿê³ ìàþòü ïåâíó íàäëèøêîâó â³çóàëüíó ñòðóêòóðó, ³ âèñîêó
ïåðöåïö³éíó â³ðí³ñòü îðèã³íàëüíîìó çîáðàæåííþ.

Òàêå ñòèñíåííÿ ìîæå çàáåçïå÷èòè íàáàãàòî êðàùó øâèäê³ñòü ñòèñíåííÿ,
í³æ ³ñíóþ÷à òåõíîëîã³ÿ. Òàêîæ ³ñíóþòü äîäàòêîâ³ ïåðåâàãè äëÿ íåãàéíîãî
âèêîðèñòàííÿ äëÿ â³çóàëüíî¿ ñõîæîñò³ òà ïîøóêó êîíòåíòó ÷åðåç âèêîðèñòàííÿ
áàçè CBIR.

Êëþ÷îâ³ ñëîâà: êîäóâàííÿ ìóëüòèìåä³à, ëþäñüêà çîðîâà ñèñòåìà, ñòóï³íü
ñòèñíåíÿ, ôðàêòàëüíå ñòèñíåííÿ, ñàìîïîä³áí³ñòü, êîìï’þòåðíèé ç³ð.
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